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A Region Merging Prior for Variational
Level Set Image Segmentation

Ismail Ben Ayed, Member, IEEE, and Amar Mitiche, Member, IEEE

Abstract—In current level set image segmentation methods, the
number of regions is assumed to known beforehand. As a result,
it remains constant during the optimization of the objective func-
tional. How to allow it to vary is an important question which has
been generally avoided. This study investigates a region merging
prior related to regions area to allow the number of regions to vary
automatically during curve evolution, thereby optimizing the ob-
jective functional implicitly with respect to the number of regions.
We give a statistical interpretation to the coefficient of this prior to
balance its effect systematically against the other functional terms.
We demonstrate the validity and efficiency of the method by testing
on real images of intensity, color, and motion.

Index Terms—Active contours, image segmentation, level sets,
segmentation prior.

I. INTRODUCTION

MAGE segmentation occurs as a fundamental early vision
I processing task in many important applications. It consists
of partitioning an image into regions which are homogeneous
according to some description. Variational level set segmenta-
tion methods, which use active curves to delineate the segmenta-
tion regions, have been generally effective. The curve evolution
equations are derived in a principled, flexible, and transparent
way, from the minimization of a global objective functional. The
level set representation of active curves [27] yields numerically
stable and efficient algorithms. Several studies have shown that
the variational, level set formalism can lead to effective segmen-
tation algorithms [1], [4]-[6], [9], [10], [12], [17]-[19], [21], as
well as effective algorithms to solve other vision problems such
as tracking [13], motion estimation [14], and 3-D interpretation
[15].

Although the actual number of segmentation regions is not
known in most applications, current level set methods assume
that it is given beforehand. It occurs as a constant in the ob-
jective functional and its optimization [1], [3], [6], [9], [10],
[16]-[19], [21]. A few studies have considered determining the
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number of regions automatically, albeit as a process external to
curve evolution. For instance, Brox and Weickert [23] estimate
the number of regions in a preliminary stage by applying hier-
archical level set splitting. The final segmentation is obtained
by a classical functional minimization with a fixed number of
regions. Zhu and Yuille [8] and Kadir and Brady [22] proposed
to alternate local region merging! and curve evolution with a
fixed number of regions. These methods are computationally
costly and subject to the well known limitations of local region
splitting/merging operations: (a) the results depend on several
ad hoc parameters [22], [28], [29], such as thresholds to merge
neighboring regions and the scale of local operations; (b) the re-
sults depend on the order of local operations [22], [28]; (c) local
neighborhood search operations require additional costly defi-
nitions [8], [22]; (d) local region merging is sensitive to initial
conditions [22].

The purpose of our study is to investigate a variational method
which allows the effective number of regions to vary automati-
cally during curve evolution. This is done via a region merging
prior related to the regions area. This prior promotes region
merging so that the objective functional is optimized implicitly
with respect to the effective number of regions. A maximum
number of regions, which is available in most applications, is
used as a constant in the definition of the segmentation func-
tional. Under the effect of the proposed region merging prior,
the effective number of regions, equal to the maximum number
of regions initially, decreases automatically during curve evolu-
tion to be, ideally, the desired number of regions.

A coefficient must be affected to the region merging prior in
order to balance its contribution with respect to the other func-
tional terms. This coefficient will, of course, affect the number
of regions obtained. We will show that we can determine sys-
tematically an interval of values of this coefficient to obtain the
desired number of regions. This is possible via a statistical in-
terpretation of the coefficient over a set of relevant images and
segmentation examples.

The region merging prior is used in conjunction with a data
term which measures conformity to a piecewise constant seg-
mentation model [4]-[6] and a length related term for smooth
region boundaries.

To prevent the curves from intersecting, we use the partition
constrained minimization scheme we proposed in [19], [20].
This scheme has a computational advantage over other methods
[6], [10], [11], [16], [17]. It embeds an efficient partition con-
straint directly in the level set equations: if a point leaves a re-
gion, it goes to a single other region. Thus, starting from an arbi-

IRegion merging techniques rest on the repeated application of a statistical
test to merge neighboring regions [28], [29].
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trary initial partition with multiple curves, this constraint leads
to a partition.

The remainder of this paper is organized as follows: After
a presentation of segmentation into a fixed number of regions
(Section II), we define (Section III) a general condition which
a region merging prior must satisfy and propose a prior related
to regions logarithmic area. We derive in Section IV the level
set equations corresponding to the minimization of the objec-
tive functional. An interpretation of these equations will show
the link between region merging and multiregion level set evo-
lution: the proposed prior can cause some curves to disappear
while other curves expand, thereby leading to a region merging
by curve evolution, although not in the sense of the traditional
one-step merging of two regions. We also give a statistical in-
terpretation of the region merging prior coefficient. Section V
describes validation experiments with real images of intensity,
color, and motion.

II. SEGMENTATION INTO A FIXED NUMBER OF REGIONS

Segmenting an image I : Q C R? — R into N regions [1],
[3], [9], [10], [16]-[19], [21] consists of determining a partition
R = {Rk}rep,n) of the image domain such that the image
is homogeneous with respect to some characteristics in each
region. Variational, level set segmentation is commonly stated
as the minimization of a functional balancing the effect of two
characteristic terms: a data term which measures the conformity
of the image data within each region to a parametric model and a
regularization term for smooth segmentation boundaries. Con-
sider a partition R = {Ri};¢c(q n) of € defined by a family
of simple, closed plane curves ¥|r=1. n—_1. For each k, re-
gion Ry corresponds to the interior Ry, of curve Ye: Ry =
Ry, . Let region Ry be the intersection of the exteriors of all
curves: Ry = fcvz_ll Rj,. Using the piecewise constant model?
[4], [6] and a regularization term related to the length of re-
gion boundaries [7], multiregion active curve segmentation con-
sists of determining ¥ |x=1, . n—1 that minimize the following
functional:

N N-1
FHna) =Y / I — il + 2 fds (1)

k:le k=1 T

where i, is a parameter of region Ry (k € [1,..., N]), and
A is a positive real constant to weigh the relative contribution
of the two terms of the functional. Optimization of functional
F with respect to the region parameters determines these as the
intensity mean values inside regions [4], [6]

_ ka I(x)dx
ka dx

Optimization of functional F with respect to Vi|p=1,  ~N—1
yields the curve evolution equations [6].

The simple example in Fig. 1 illustrates the usefulness of
adding a region merging term to this type of functional. Con-
sider an image composed of two non intersecting regions, R4
and Ro, and a background region R3 = (R; U Ry)°. Let the

2

2We use this model to simplify the presentation. We may, however, use other
models [9], [18].
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R;=(R, URz)C

oR,

oR,

Fig. 1. Minimization of functional (1) with N = 3 may lead to a segmentation
into three regions of an image containing uniquely two regions.

intensities in R, R, and R3 be constant and equal, respec-
tively, to p1, 2, and us. In the special case where 1 = po,
there is no incentive in model (1) to merge R; and R, be-
cause Zi=1 ka I — px]]> = 0 corresponds to the minimum
of the data term. More generally, one can show for two non in-
tersecting regions, Rq and R, that [26]

[ 1= mal?

Jur=mie+ [ = el <
R R R1UR»

A(OR1 + 9Rs) = A)(R1 UR»)

where p1, (12, and 11 » are the mean of Ry, Ro, and R1UR», re-
spectively. The minimization of (1) does not favor merging R4
and R, even when j11 = p12. As we will show in several experi-
ments (Section V), model (1) may lead to an over-segmentation
when N is larger than the actual number of regions. An addi-
tional term in (1) which can merge regions, as when p; = uo,
would be beneficial. In this study, we propose and investigate
such a term.

III. REGION MERGING PRIOR
A region merging prior Pr a4 is a function which maps the set
of partitions of €2 to R. It must satisfy the following condition:
For each partition R = {Rk}gzl of Q, and for each subset
J of [1...N]

Prm ({Uses Ry AR ke kg }) < Prad ({Ridiey) -

3)
This condition means that any region merging must decrease the
prior term. We propose the following prior3 which satisfies the
region merging condition (3):

N
Pra ({Ri}ie,) = =B Z arlog ay 4)

k=1
where ay, is the area of region Ry, i.e.,
ap = / dx 5)
Ry

and [ is a positive real constant to weigh the relative contribu-
tion of the region merging term in the segmentation functional.

3For a, = 0, we pose aloga, = 0.
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The proposed region merging prior has an entropic interpreta-
tion. If we define the probability of a region Ry, by pr = ar/A,
where A is the area of €2, we have

]\T
-0 Z arlog ag,
k=1

N
g g
— B.A. ; —log— — B.Alog A

B.AH ({Rp}i,) — B.-Alog A

where H is the partition entropy. —f3.A.log A is a constant
independent from the partition and can be ignored. As we will
see in Section IV-C, the logarithmic form of this prior has
an interesting property which leads to a statistical interpreta-
tion that allows fixing the weight of the region merging term
systematically.

It is worth noting that a region-competition prior with a min-
imum description length (MDL) interpretation has been pro-
posed in [8], and used in [22] and [23], to merge segmentation
regions. The prior is expressed as a constant multiplied by the
number of regions

Pregion—competition =vN. (6)

As shown subsequently, the region merging prior in this study
has several advantages over the region-competition prior.
First, it allows region merging to occur during curve evolution
(Section IV-B). By contrast, the prior in [8] is independent of
the curves and, therefore, does not affect curve evolution. As
a result, local region-merging operations are added to alter the
number of regions [8], [22]. Second, there is no clear indication
on how to fix the weight of the region-competition prior, by
contrast to the region merging prior (Section IV-C). Third,
the computational load is significantly less using the region
merging prior because the solution is reached after one stage
of curve evolution whereas several stages are required with the
region-competition prior, each stage consisting of curve evolu-
tion followed by local region-merging operations (Section V).
Finally, it leads to a segmentation method which is more robust
with respect to the initial number of regions (Section V).

IV. SEGMENTATION FUNCTIONAL

Let N be the maximum number of regions, i.e., a number
such that the actual number of regions is inferior or equal to V.
Such a number is available in most applications. With the region
merging prior (4), the functional of segmentation into a number
of regions less than IV is

N N
Frm (GHS) =Y [ W=l ~6Y anlogar
k=1 k=l ,

~~

Data term Region merging prior

N-1
+’\Z]{ ds. (7)
k=1 "7

—_————

regularization

In the following sections, we will derive the level set evolution
equations corresponding to (7) (Section IV-A) and then show
how the effective number of active curves can decrease auto-
matically as a result of the region merging prior (Section IV-B).
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A. Level Set Equations

We minimize Fraq with respect to the curves g,
k = 1,...,N — 1, by embedding these into a family of
one-parameter curves Y (s,%) : [0,1] x Rt — Q and solving
the partial differential equations

i __9Fra
dt O

k=1,...,N—1. )
Multiregion segmentation uses several active curves. When the
interior of each curve defines a region, curve evolution equations
must not lead to overlapping regions so that these define a par-
tition of the image domain. Several methods have been devised
for curve evolution to lead to a partition [6], [10], [11], [16],
[17], [20]. Here, we use the partition constrained minimization
scheme we developed in [19], [20]. This scheme has advantages
over others because it is fast, stepwise optimal, i.e., results in a
maximum decrease of the functional at each evolution iteration,
and is robust to initialization [19], [20]. It embeds an efficient
partition constraint directly in the level set evolution equations:
if a point leaves a region R, it goes to a single other region R ;.
Starting from an arbitrary initial partition, this simple constraint
leads to a partition [19], [20]. At each iteration, the scheme in-
volves only two regions for each pixel x, aregion R; which con-
tains x currently, and a region R ;, j # ¢, which corresponds to
the largest decrease in the functional were x transferred to this
region (refer to [19] and [20] for details).

For a level set implementation* of curve evolution equations
O, /0t, k = 1,..., N, we represent each curve 7 implicitly
by the zero level set of a function uy, : R? — R, with the region
inside ¥ corresponding to u; > 0. To compute the partition
constrained level set equations minimizing (7), we use our result
in [20] which shows that for a segmentation functional 7 having
the form

F({7hst) = i/ek(x)d)(-f' /\Nzlfds ©)

k:le k=1 T

with ey, k = 1,..., N, scalar functions, the multiregion parti-
tion constrained level set equations minimizing F are given, at
each x € Q, by

iti£ N, %(XJ) = (ea(%) — e5(%) + M)
X Hﬁu,(x,t)’
if j # N, %(x”ﬁ) = — (ej(x) —e;i(x) + /\Iiuj)

X Hﬁuj(x,t)H (10)

where k,, is the curvature of the zero level-set of ug, ¢ €
[1...N]is the index of the region containing x, and j is given
by

j=ar £(%). (11)

g min e
{kel1..N]xgRy}
4The level set implementation handles automatically topological changes of

the evolving curve and yields an implicit, numerically stable representation of

the corresponding region membership and boundary which removes the need of

complex data structures [27].
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Q

(a) (b)

(©)

Fig. 2. Region merging interpretation of the curve evolution equations. (a), (b) Evolution of two homogeneous active regions under the effect of the region merging
prior velocity: a; > a; results in expanding R; and shrinking R ;; (c) only one curve (¥;) encloses both regions while the other curve, ¥;, disappears.

Note that the studies in [23] and [24] used similar equations
for coupling level set evolution. The difference here is that the
partition constrained scheme (10) activates at most two level set
equations at each iteration.

To use result (10) here, we rewrite functional Fr ¢ (7) as
follows (we replace arlog ay by ka log ag):

N N
Fam (G HS) = X [ 1=l =63 [ tosan
k=1g k=1" R
N-1
+ A Z 7{ ds
=1 7Tk

(17 = pll? = Blog ax)

~

I
WE
\

12)

Thus, applying the results (10) and (11) to e, = [|[I — pgl|* —
[Blog ay, yields, at each x € (2, the partition constrained level set
evolution equations minimizing Fr aq

. Oui(x,t) 2 2
ifi # N, o ﬂ](x) — pill” = (%) = Mj”/
Region c:)'mpetition
— f(loga; —logaj) +Aky,
—_—
Region merging
X Hﬁm(x,t)’
. Ou;(x,t)
ifj # N, SL = — (160 = gy P = 1) = pull

—B(loga; —loga;) + Aky, )
X Hﬁuj(x,t) (13)

where ¢ € [1... N] is the index of the region containing x, and
7 is given by

1T - Nk||2 — Blog ay.- (14)

min

) = ar
J g{ke[l...N],xgm}

B. Region Merging Interpretation of the Level Set Evolution
Equations

The level set equations (13) show how region merging oc-
curs intrinsically in multiple curve evolution. When two disjoint
regions Ry, and Ry, have close intensities [Fig. 2(a)], the ve-
locity resulting from the data term is weak (|| — p;||*> — |1 —
wil|*> =~ 0). Ignoring the curvature term, evolution of curves
¥; and ¥; is guided principally by the region merging prior ve-
locity. As wu; increases and u; decreases under the effect of
(log a; — logaj), this velocity expands the region having the
larger area [Fig. 2(b)], and shrinks the other region, and this until
only one curve encloses both regions and the other curve disap-
pears [Fig. 2(c)].

C. How to Fix the Weighting Parameter 3

On one hand, the data term increases when regions
are merged. On the other hand, the region merging term,
- Zi\;l arlogay, decreases when regions are merged. The
role of the weighting parameter (3 is to balance the contribution
of the region merging term against the other terms so as to,
ideally, correspond to the actual number of regions.

Note that the weighting parameter /3 can be viewed as a unit
conversion factor between the units of the data and the region
merging terms. Therefore, and considering the form of these
terms, we can take>

_ ol = nl?

f=a Alog A VA >1

15)

where p is the mean intensity over the whole image, A is the
image domain area, and « is a constant without unit. Note that
Jo I = p||? /A.log A is independent of the segmentation and is
the ratio of the data term to the region merging term in the case of
a partition with a single region (which corresponds to the whole

SFormally, we have: A = [, dx. In practice, A is an integer corresponding

to the number of pixels in the image. Consequently, we ignore the cases A = 0
and A = 1.
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Fig. 3. Segmentation of a brain image. Line 1: Different number of regions at the initialization; line 2: final curves which remained at convergence with the region
merging prior (o = 1); line 3: final segmentations with the region merging prior ov = 1); line 4: final curves (N curves) without the region merging prior (o« = 0);
line 5: final segmentations without the region merging prior (o = 0). The displayed results are obtained with A = 2.

image domain). Using expression (15), we rewrite the sum of
the data term and the region merging prior as follows:

3 1= e -

k= le

Z arlogay,
S v “esA ||I ull?. a6

(‘lose to 1
Note that the denominator in (15) can be viewed as a normal-
izing factor for the prior and the integral in the numerator as a

normalizing factor for the data term because minimizing (16) is
equivalent to minimizing

N 2
Zk:l ka 11— pal] _
Jo I = pl|?

E[?)r,l]

Eszl arlog ay,
Alog A

€[0,1]

a7

Therefore, a value of o close to 1 would seem reasonable. The
following analysis and the experiments in Section V show that
this is the case.

‘We note the following important inequalities for any partition
R = {Ri}h_, of Q

logN < Z,ICVZI arlog ay,

<1 VA> 1.
log A = Alogd = >

(18)

Proof: ~ The right hand inequality in (18),
(Zszl arlogar/AlogA) < 1, is a straightforward
application of condition (3). For the left-hand inequality,
applying

log(z) < z—1,¥z € [0, +o0|
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Fig. 4. (a) Effect of the region merging prior: graph of the minimized data term versus the initial (maximum) number of regions (V). (b) The number of regions
obtained at convergence versus the initial number of regions for the region-competition algorithm [8], [22] and the proposed method.

TABLE 1
BRAIN IMAGE: EFFECT OF PARAMETER v ON THE NUMBER OF REGIONS

e 231<a<710 | 058 < <229 | 036 <a <0.56

2 3 4

regions

TABLE II
BRAIN IMAGE: EFFECT OF PARAMETER ~ ON THE NUMBER OF REGIONS AT CONVERGENCE FOR THE REGION-COMPETITION ALGORITHM [8], [22]. 3-REGION
INITIALIZATION: ¥ VALUES STOPPING THE REGION MERGING. 4-REGION TO 7-REGION INITIALIZATIONS: ¥ VALUES ALLOWING THE REGION MERGING

Initial number of regions 7 6 5 4 3

v (Region competition) | [0.93(10°%), +oo[ | [(1.87(10%), 4+o0[ | [2.73(10%),+o0[ | [(2.43(10%),4o0[ | [0,1.55(10%)]

COMPUTATION TIME FOR THE SEGMENTATION OF THE BRAIN IMAGE WITH Eﬁ%&g INITIALIZATIONS: THE INITIAL NUMBER OF REGIONS VARIES FROM 3 TO 7
Initial number of regions 3 4 5 6 7
The proposed method 0.22s | 0.25s | 0.3s | 0.35s | 0.4s
The region-competition algorithm (v = 1.5( 106)) [8], [22] | 0.65s | 0.78s | 1.04s | 1.41s | 3.21s

to 1/Npy, where py, = ai /A, Vk € [1... N], gives

.. N]. (19)

1 1
lo — —1,Vk e
g<NPk> Npy, [t-

Multiplying by p:. both sides of (19) yields

1 1
log (— )<= —pp. Vke[l...N
Pk 0g<Npk> < " Phs €| ]

:>Zpklog< ><1—Zpk

H,_/
0
N
-3 Zk ZF < log(N)
k=1
Ek:l arlog ay, logN
Alog A log A

which completes the proof of (18).

In practice, N is generally much smaller than A and
Zszlaklogak/A.logA is to 1.
for a maximum number of regions equal to 10 and

close For example,
a 256 x 256 image, we have approximately 0.8 <
(N ailoga;)/Alog A < 1.

The small interval of variation of the normalized prior in (18)
suggests that « will vary in a small interval centered close to
1. This will be confirmed experimentally. For several image
classes, we will show that we can take « in an interval con-
taining, or close to, 1, and which we can use for all the im-
ages of the same class. We will give examples with images
of intensity, color, and motion. Note that with a value of «
close to 1 in (16), the sum of the data and the region merging
terms will be close to the in-between cluster distance in accor-
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(b)
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Fig. 5. Results without the region merging prior (o« = ) on an image compound of two regions (object and background): (a) initialization (N =5, i.e., 4

curves), (b) final curves, (c) final segmentation into five regions.

dance to the classical data clustering relation in statistical pat-
tern recognition [26]

—_——

total distance

N
S [l = - e
k=1 AL

within—cluster distance

N
= =l — pll? (20)
k=1

in—between cluster distance

D. How to Fix the Regularization Parameter \

We can fix the value of the regularization parameter A\ using
the minimum description length (MDL) interpretation of this
parameter as was done in [2]. This interpretation prescribes a
value of parameter A approximately equal to 2 [2]. It is inter-
esting that experimental simulations in [2] show that this value
corresponds to the minimum of the mean number of misclassi-
fied pixels.

V. EXPERIMENTS

We conducted a large number of tests with different image
types to demonstrate the effect of the region merging prior. The
method has been also compared to the region-competition algo-
rithm [8] in regard to the optimal number of regions and compu-
tational load. Here following is a representative sample of the re-
sults obtained using real images of intensity, color, and motion.

A. Gray Level Images

Influence of the Proposed Region Merging Prior: Fig. 3
shows segmentations of a brain image for different initial
(maximum) number of regions (N vary from three to seven
regions). The first line of Fig. 3 depicts the curve initializations
corresponding to the different values of V. To illustrate the
influence of the region merging prior, we show the results
obtained wirh the region merging prior (o = 1) in the second
and third lines, and the results obtained without the region
merging prior (¢« = 0) in the fourth and fifth lines. With the
region merging prior, some curves disappear at convergence

TABLE 1V
COLOR IMAGES: INTERVALS OF v VALUES CORRESPONDING
TO THE DESIRED NUMBER OF REGIONS

Color image | amin | Qmax
1 1.49 5.6
2 1.00 | 3.97
3 1.35 | 4.37
4 0.36 5.5
5 1.03 2.67
6 0.096 | 3.81

(second line), leading to the same correct segmentation into
three regions (third line) for NV (the initial number of regions)
going from 3 to 7 (first line). Without the region merging prior,
none of the curves disappears and the functional minimization
splits up the image into exactly N regions leading to five
different segmentations (fifth line). In order to illustrate more
clearly the effect of the region merging prior, we plotted in
Fig. 4(a) the data term at convergence versus N, for « = 0 and
a = 1 (without and with the region merging prior). For a« = 0
(discontinuous curve), the minimized data term decreases when
N increases. The region merging prior, which increases with
N, balances the effect of the data term, leading approximately
to the same value of the functional at convergence for the
different values of IV (continuous curve). These experiments
also show the robustness of the method with respect to the
initial (maximum) number of regions.

We also evaluated the effect of parameter o on the number
of segmentation regions at convergence, using 7 initial regions
(N = 7). Table I lists the number of regions obtained at con-
vergence, and the interval of « values leading to this number.
All the values of « in the interval [0.58, 2.29] give the same
segmentation of the brain image into the desisred number of re-
gions, i.e., three regions. This is consistent with the statistical
interpretation we gave in Section IV-C of the weight of the re-
gion merging prior, and which led to a value of « of about 1.
In later experiments with images of color and motion, we will
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Fig. 6. Segmentation results using the region merging prior for 6 color images from the same database: images (1)—(6) (first column); final curves which
remained at convergence (second column); final segmentations (third column). The displayed results are obtained with @ = 2 and A = 2.

confirm that we can determine automatically, or by learning, an
interval of « values applicable to the images of a given class.
Comparisons With the Region-Competition Algorithm
[8], [22]: By contrast to the proposed method, the re-
gion-competition algorithm, which uses a prior expressed
as a constant v multiplied by the number of regions:
Pregion—competition = VN, is sensitive to the initial number of
regions. For instance, it cannot lead to the same segmentation
of the brain image into three regions for the five different ini-
tializations in Fig. 3 (the initial number of regions varies from
3 to 7). Table 1II lists, for each initialization, the intervals of v
values necessary to obtain three regions at convergence with
the region-competition algorithm. To stop the region merging

with a 3-region initialization, i.e., to obtain segmentation
into three regions, v should be in [0, 1.55(10°)]. However,
all v values in this interval do not allow region merging
with 6-region, 5-region, and 4-region initializations (refer to
Table II), thereby resulting in four different segmentations
of the brain image. With the proposed region merging prior,
all o values in [0.58, 2.29] give the same segmentation into
three regions (refer to Table I). We plotted in Fig. 4(b) the
number of regions obtained at convergence versus the initial
number of regions for the region-competition algorithm and
the proposed method. The proposed prior leads to a segmen-
tation method which is more robust to the variations of the
initial number of regions.
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(e)

Fig. 7. Segmentation results with the Marmor sequence (o = 2): (a) five initial curves (six regions) and the motion field (two moving objects); (b) two final
curves corresponding to the moving objects; (c) obtained segmentation into three regions (two moving objects and a background); (d), (e) segmentation regions
corresponding to moving objects; (f) segmentation region corresponding to the background.

(a)

Table III reports the computation time on a 2-GHz machine
for the proposed method and the region-competition algorithm.
We used the brain image with different initializations: the ini-
tial number of regions varies from 3 to 7. The proposed method
leads to a significant decrease in computation load, particularly
when the initial number of regions augments. This is expected
because the solution is reached after one stage of curve evo-
lution whereas the region-competition algorithm alternates it-
eratively two stages: curve evolution and local region-merging
operations.

B. Vector-Valued Image Segmentation

For a vector-valued image represented by L images, the data
term in functional (7) can be generalized [5] as

S (Sl

k:le =1

2L

where I' (I € [1...L]) is image [ and u,(cl) is the constant for
image [ in the segmentation region k. We show segmentation
examples of color images in Section V-B1 and of motion in
Section V-B2.

1) Color Images: The RGB space is used to represent the
color information in each image. We show, here, results for a

(b)

Fig. 8. Segmentation results without the region merging prior (Marmor sequence, o = 0): (a) segmentation with [N = 4; (b) segmentation with NV = 6.

set of 6 images, each image containing several objects [Fig. 6,
(1)-(6)]. The objects in these images were taken from ALOI
database [25]. We have images with two, three and four regions.
Segmentation of these images without fixing the number of re-
gions is difficult due to the illumination variations inside each
object. Fig. 5 gives the segmentation result, without the region
merging prior, of the color image (1) shown in Fig. 6. This image
consists of two regions: an object and a background. Segmen-
tation of this image into five regions gives the final curves dis-
played in Fig. 5(b) and the segmentation shown in Fig. 5(c).
The corresponding initialization with four curves is depicted in
Fig. 5(a). Without the region merging prior, the object is frag-
mented into four different regions due to illumination varia-
tions. The first line in Fig. 6 shows the segmentation results of
the same image in Fig. 5 with the region merging prior. Only
one curve (red) remained at convergence. This final curve sep-
arates correctly the object from the background. With the same
initialization (five regions, four curves) in Fig. 5(a), and using
the same a (o = 2), the other images [from (2) to (6)] have
also been segmented correctly. The columns of Fig. 6 show, re-
spectively, the image, the final curves remaining at convergence,
and the corresponding final segmentation. The final segmenta-
tion of each image corresponds to desired number of regions
as well as to the objects. We evaluated the interval of « values,
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Fig. 9. Segmentation results with the Road sequence: (a) five initial curves (6 regions) and the motion field (one moving object); (b) one final curve; (c) segmen-
tation region corresponding to the moving object (inside the curve); (d) segmentation region corresponding to the background (outside the curve).

[min, max], Which lead to the desired number of regions for
each image. The obtained intervals are reported in Table IV. All
a values in [1.49, 2.67] lead to a correct segmentation of the six
images. These results conform to expectations, and to the statis-
tical interpretation we gave in Section IV-C to coefficient «.

2) Motion Segmentation: In this experiment, we segment op-
tical flow images into motion regions. Optical flow at each pixel
is a 2-D vector and segmentation is performed by minimizing
a functional containing the data term (21), the region merging
prior, and the length-related regularization term. We show two
examples.

The first example uses the Marmor sequence, which con-
tains three regions: two moving objects and a background. The
method in [14] was used to estimate the optical flow. The initial
curves (five curves for at most six regions) and motion vectors
are shown in Fig. 7(a). With the region merging prior, Fig. 7(b)
depicts curves which remained giving a correct segmentation
into three regions [Fig. 7(c)]. In this example, o = 2. Fig. 7(d)
and (e) shows regions corresponding to the two moving objects,
and (f) shows the background. To illustrate the effect of the re-
gion merging prior, Fig. 8(b) shows the segmentation obtained
using the same initialization (N = 6) but without the region
merging prior (« = 0). The background, in this case, is divided
into three different regions, and the moving object on the right
is divided into two regions. We also give in Fig. 8(a) the seg-
mentation obtained with four initial regions (IV = 4), and with
a = 0. Results obtained without the region merging prior do not
correspond to a meaningful segmentation.

The second example uses the Road image sequence
[Fig. 9(a)], which contains two regions: a moving vehicle
and a background. The same initialization as with the Marmor
sequence was used. Fig. 9 shows the results obtained (using the
region merging prior). In Fig. 9(b), one curve remains which
separates the moving object from the background; Fig. 9(c) and
(d) displays segmentation regions.

We evaluated the interval of « values, [@min, ¥max], Which
gave the desired number of regions for each sequence. The ob-
tained intervals are reported in Table V. All o values segmenting
correctly the Marmor sequence give also the desired number of
regions for the Road sequence.

VI. CONCLUSION

This study investigated a curve evolution method which al-
lowed the effective number of regions to vary during optimiza-

TABLE V
MOTION SEGMENTATION: INTERVALS OF v VALUES CORRESPONDING
TO THE DESIRED NUMBER OF REGIONS

Sequence | min | Qmax
Marmor 1.217 2.69
Camion 0.017 6.5

tion. This was done via a region merging prior which, added to
a data term and a regularization prior, embeds an implicit re-
gion merging in curve evolution, and consequently optimizes
the segmentation functional with respect to the number of re-
gions. We gave a statistical interpretation of the weight of this
prior. We confirmed this interpretation by several experiments
which demonstrated that we can determine automatically, or by
learning, an interval of values of this weight applicable to the
images of a given class. The method is validated by testing with
real images of intensity, color, and motion.
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